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Abstract—One distinctive feature of renewable energy resources
is that they contribute little inertia to power systems. With less
system inertia, power grid is less capable of resisting frequency
deviation from its nominal value in the first few seconds after dis-
turbances. However, fast-responding storage devices can mimic
inertial responses through some specified control algorithm. Thus,
this paper focuses on the economic aspect of resource inertia as
a service to the grid operation and aims to find a minimum-cost
commitment of fast-acting storage devices for the enhancement of
primary frequency responses. Costs are assigned to those storage
resources and a commitment cost minimization problem is formu-
lated with nonlinear primary frequency response constraints. A
tractable iterative solution approach is developed and a sensitivity-
based method through a rapidly solvable linear approximation of
the nonlinear constraints is proposed to reduce the computational
burdens of solving the optimization problem for large-scale sys-
tems. The effectiveness of the proposed methods is demonstrated
using simulation results obtained using the 118-bus IEEE reliabil-
ity test system.

Index Terms—Fast-responding storage, primary frequency re-
sponse, rapid solvable iterative solution approach, resource inertia,
sensitivity-based approximation, transient stability constraints.

I. INTRODUCTION

COMPARED to conventional units, modern renewable re-
sources connected to grids via power electronics have

distinctive characteristics, one of which is their low or zero in-
ertia. The increasing utilization of renewable resources causes
a significant reduction in the total system inertia, which is di-
rectly related to the rate of change of frequency (RoCoF) and
the minimum/maximum frequency during the first several sec-
onds after disturbances [1]. Decreasing system inertia increases
the probability of violation in post-contingency RoCoF or fre-
quency limits. Such violations may trigger relays for generators
or loads, and may sequentially cause equipment damages or
cascading failure in extreme cases. Recently, ERCOT proposed
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synchronous inertial response and fast frequency response ser-
vices as future ancillary services to deal with integration of
non-synchronous generations [2]. NERC also specifies in their
reliability standard BAL-003-1 that balancing authorities should
have sufficient frequency responses to maintain the interconnec-
tion frequency within certain bounds [3].

Associating a value with inertial responses would provide an
incentive for newer technologies to incorporate frequency re-
sponse capabilities. There have been some preliminary works on
the system inertial response. In [4] and [5], authors developed a
mathematic closed-form expression for power system frequency
response using a simplified model without considering the eco-
nomic aspect of inertia services. Works [6] and [7] constructed
a market-based model with constraints on the amount of total
system inertia, but there might exist biases on the selection of
total inertia value bounds and computational burdens from iter-
atively solving the market optimization problem for large-scale
systems. Thus, this work aims to study the minimum-cost com-
mitment problem of multi-site fast-responding storage devices
(FSDs) to mimic inertia for the enhancement of primary fre-
quency responses (PFR). Specifically, this paper focuses on the
system frequency response of the first few seconds, after a dis-
turbance, during which resource inertia plays a critical role in
maintaining the frequency and, aims to find the minimum-cost
commitment of FSDs to offer sufficient virtual inertia.

Two possible approaches to mimic inertial responses after
a disturbance could be done by controlling power outputs of
FSDs at the generation side or managing interruptible loads at
the demand side [8]–[10]. Storage devices have a wide range
of applications in power grids. Work [11] summarizes results
on utilization of storage to increase transmission capability of
congested transmission network. In [12], authors evaluate the
benefits of battery storage for energy arbitrage, power balancing
service, outage mitigation and so on. Energy storage devices
also have the potential to mitigate the impacts of uncertainty
introduced by renewable energy sources [13] and to improve
power usage efficiency [14]. ABB integrates batteries, power
converters, and system control into a single solution that pro-
vides highly reliable and accurate frequency regulation at much
faster speeds than other technologies [15]. Empirical experience
has proven a successful implementation and deployment of sev-
eral grid-scale energy storage projects for frequency regulation
services [16]. Several researchers in [17] also demonstrate the
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valuable properties of energy storage for frequency regulation
on the electric grid.

As discussed in [18], inertial responses from most modern
MW-level wind turbines are trivial since they are concocted to
power grids via electronic devices. Thus, grid frequency de-
viations may not cause wind turbines to provide primary fre-
quency responses via inertia. However, it is possible to control
wind plants to provide virtual inertial response to some extent.
GE’s WindINERTIA is developed to deal with under-frequency
contingencies by reserving a portion of available wind genera-
tion. Due to uncertainty and variability of renewable energy, the
capability of renewable energy plants is heavily on weather con-
dition. Therefore, in this paper, we focus on the generation side,
specifically on the interplay between the enhanced system pri-
mary frequency response and the commitment of FSDs. Costs
are associated with committing those FSDs to mimic inertia and
minimum-cost optimization problems are formulated to inves-
tigate the value of inertia services to the grid operation. Tran-
sient stability differential and algebraic equation (DAE) system
models are used to specify the frequency constraints. The pre-
sented algorithm uses an iterative solution of a mixed-integer
linear programing (MILP) problem while ensuring nonlinear
DAE-modeled constraints are satisfied. A computationally
tractable sensitivity-based benefit measure is proposed for the
linearization of the frequency constraints and to reduce the com-
putational burden of the iterative algorithm for large systems.
The proposed rapidly-solvable simulation algorithm is able to
study which storage parameters and how much they come into
play for primary frequency response and how much storage de-
vices and their locations play a role in meeting the constraint.
The proposed method in this paper could serve as a tool for
system operators to price inertia services.

There are six more sections in this paper. Section II intro-
duces the FSD resources and develops the control algorithm
to mimic inertia. Section III presents the minimum-cost FSD
commitment problem. An iterative solution algorithm is devel-
oped in Section IV and we further improve the performance of
the proposed algorithm by introducing sensitivity-based benefit
measures in Section V. The usefulness of the solution approach
is demonstrated using several simulation results in Section VI.
Conclusions and future work are given in Section VII.

II. VIRTUAL INERTIA PROVISION

Inertial response can be mimicked by using FSDs since they
can react to its maximum charging/discharging rate within 1 ms
[19], [20]. This work focuses on the primary frequency re-
sponses that cover up to tens of seconds. Without any speci-
fied control strategy, post-contingency storage output ps in p.u.
(Ps in MW) remains at its initial value ps0 (Ps0)1 within a few
seconds after contingency and thus such FSDs make no con-
tribution to the system transient stability. We make use of the
fast-responding advantages to design a control algorithm to pro-
vide some virtual inertia Hs into the system. The core idea of

1ps0 (Ps0 ) is the storage output level determined in unit commitment or
economic dispatch.

Fig. 1. Simplified structure of the grid-connected storage system.

this design is to control storage output such that local frequency
behaves as if there is an additional inertia of value Hs with stor-
age output remaining at its initial value ps0 (Base: SB in MVA).
The local frequency is represented by fi in p.u. with the nomi-
nal value fB = 60 Hz. Assuming that there is a virtual rotating
speed ωi in p.u., corresponding to the per-unit frequency fi , we
have ωi = fi with its nominal value ωB = 2πfB in rad/s [21].
As such, the control algorithm developed in [9], [10] becomes:

Δps = ps − ps0 = −2HsΔω̇i = −2Hsω̇i (1a)

Δps ∈ [p
s
− ps0 , p̄s − ps0 ] (1b)

We observe that the control signal is purely dependent on the
local frequency. This can be verified by a more intuitive deriva-
tion with the assumption that the FSD has a virtual inertia of
Hs = Js (ωB )2

2SB r 2 s or equivalently Js MWs. Correspondingly, the
FSD has a virtual kinetic energy Es = 1

2 Jsω
2
s at the virtual me-

chanical frequency ωs = ωi ωB

r , with r pairs of virtual poles, and
will respond to the frequency deviation by:

−ΔPs = Ės = Jsωsω̇s ⇔ −Δps = 2Hsωiω̇i ≈ 2Hsω̇i (2)

The control signals could be measured at the generator side
(rotating speed) or the system side (frequency at the point of
connection). Throughout this paper, we adopt the bus frequency
as the control signal, but the proposed FSD control mechanism
is general enough to allow for other sources of control signals.
Furthermore, to obtain more realistic results, the storage dynam-
ics, response time and communication delay are considered in
the proposed simulation framework. We adopt the storage sys-
tem with the controllers that regulate the dynamic response of
the FSD [22], [23]. The local frequency ωi is regulated through
storage real power by a storage control module while the voltage
at the point of connection with the grid is regulated through stor-
age reactive power by a voltage control module.

In this paper, as shown in Fig. 1, a simplified dynamic be-
havior of the storage system is synthesized by two lag blocks
with time constants: Tf P and TsP . Specifically, the storage con-
trol module proposed in [22] is modified to provide inertial
responses with KsP = −2Hs .2

Here we provide a numerical example to illustrate the pro-
posed control strategy of FSDs to mimic inertia. Considering
a generation set of I conventional units, we utilize the primary
frequency response analysis model [24], [25], shown in Fig. 2,

2As shown in [22], the storage performances using the simplified model are
close to those using detailed models. Thus, it is proper to adopt this simplified
storage model. For further detailed comparison of this simplified storage model
with others, we refer readers to work [22].
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Fig. 2. Block diagram representation of a uniform frequency dynamic model.

Fig. 3. Impacts of virtual inertia on power system PFR performances in con-
sideration of FSD dynamics.

which 1) ignores the network effects; 2) assumes all the gen-
erators move coherently as a single lumped mass; 3) assumes
that system load damping behaviors are lumped together and
modeled as a single constant. pc,r

i and pc,v
i are droop power

order and governor valve position of each unit. The mechanical
input of each unit is represented by pc,m

i with reference value
to be pc,m0

i . Ri denotes as the droop or regulation constant. We
refer readers to [24], [25] for further information on this model.
This system has 10 120-MW (=1.2 p.u.) conventional units
with inertia varying from 3.5 s to 2.5 s, in the decrement of 0.1 s
and time constants Ti,1 = 0.5 s, Ti,2 = 2.5 s and Ti,3 = 5.5 s,
respectively. We consider a contingency with a sudden load in-
crease of 1 p.u. from the base load 10 p.u. and initial storage
output of 0 p.u. Tf P = 0.1 s and TsP = 0.5 s for all FSDs.

We present in Fig. 3 the storage outputs and frequency de-
viations w.r.t. different virtual inertia values in consideration
of FSD dynamics. The higher the virtual inertia is, the better
frequency response the system has. Correspondingly, a higher
virtual inertia value requires a higher charging/discharging ca-
pacity for FSDs. As shown Fig. 4, when storage capacity is
less than 30 MW, the improvement brought by the virtual
inertia on the system PFR performances is reduced as the charg-
ing/discharging capacity decreases. Fig. 5 indicates that dif-
ferent storage initial outputs have significant impacts on the
system PFR performances. The storage devices in charging sta-
tus help the system arrest the frequency while those in discharg-
ing status further worsen the minimum frequency compared to
the case without storage. Furthermore, we note that the stor-
age with −10 MW initial output can contribute to the inertial
responses right after the contingency occurs while the storage
with 10 MW initial output starts to help arrest the frequency

Fig. 4. Dynamic simulation considering the upper bounds on storage charging
and discharging rates and FSD dynamics with Hs = 9 s.

Fig. 5. Dynamic simulations with varying initial storage outputs in
consideration of FSD dynamics.

deviation only after the frequency has been dropping for a sec-
ond. The observation is reasonable since FSDs have more head-
room to respond to the decrease in frequency, when the storage
device is withdrawing electricity from the grid.

III. THE MINIMUM-COST FSD SCHEDULING PROBLEM

Unit commitment is typically run every 24 hours and eco-
nomic dispatch is performed every 15 minutes [26]. After
economic dispatch results for the next 15 minutes are deter-
mined, necessary control strategies need to be prepared for as-
suring system transient stability. To guarantee that the local
post-contingency frequencies/RoCoFs are within their allowed
ranges after each disturbance from a given set of contingency
events (CEs), a scheduling problem is formulated in this section
to find a minimum-cost commitment of multi-site FSDs. Under-
frequency contingencies are represented in this work with both
minimum frequency and maximum RoCoF limits, but the pro-
posed method is general enough for taking other contingencies
or limits into account. An accurate transient stability DAE model
of the system is assumed to be available with sufficiently de-
tailed information for both generation and demand sides.

A. FSD Scheduling Problem Formulation

Vector x = [x1 , x2 , . . . , xN ]T denotes the non-negative vir-
tual inertias (decision variables in the optimization prob-
lem) provided by the FSDs, with upper bounds H̄ =
[H̄1 , H̄2 , . . . , H̄N ]T and lower bounds H = [H1 ,H2 , . . . ,
HN ]T . We defineN = {1, 2, . . . , N}. Given the set E including
E CEs of interest and the marginal costs c for virtual inertias x, a
non-linear scheduling problem for multi-site FSDs is formulated
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Fig. 6. Three-bus case one line diagram.

to assure that minimum frequency fmin
b,e |x and maximum Ro-

CoF magnitude rmax
b,e |x of each bus b ∈ B for any contingency

e ∈ E are within the limits f
b

and r̄b , respectively:

min
x

: cT x (3a)

s.t.:fmin
b,e |x ≥ f

b
, for ∀b ∈ B, e ∈ E (3b)

rmax
b,e |x ≤ r̄b , for ∀b ∈ B, e ∈ E (3c)

xn ∈ {0, [Hn, H̄n ]}, for ∀n ∈ N (3d)

B. Illustrative Example

A three-bus case, as shown in Fig. 6, illustrates the nonlin-
ear minimum-cost FSD (|N | = 2) commitment problem, in
consideration of a single CE E = {′′the loss of unit 4′′} and a
single constrained bus B = {′′bus 2′′}. Each FSD has a charg-
ing/discharging capacity of 20 MW with H̄ = [10, 8]T and
H = [0, 0]T . A uniform price3 of $200/s for the inertial ser-
vices is adopted in this example [9]4. The minimum frequency
limit is set to 59.5 Hz and the maximum RoCoF limit is 0.5 Hz/s,
as measured over a rolling 500ms period [27].

Fig. 7 displays the the maximum RoCoF (left) and minimum
frequency (right) for bus 2 over x1 − x2 space with the feasible

3The objective function coefficient cn could be any reasonable value. For
instance, if all coefficients are set to 1, the objective function aims to minimize
the total virtual inertia values committed to satisfy the minimum frequency and
maximum RoCoF magnitude requirements after contingencies of interest. Cost
analysis could also be performed to assign a value to cn by considering storage
installation costs, operational wear and tear.

Currently, there is not an effective market framework that provides economic
incentives for market participants to offer (virtual) inertia services. In [9], we
perform modifications essential to integrate system dynamic model into security-
constrained unit commitment models for the assessment of economic values of
the provided inertia services. The proposed evaluation framework includes three
steps: 1) discretizing the dynamic simulation model; 2) integrating the discrete-
time dynamic model into the steady-state unit commitment model as transient-
stability security constraints; and 3) transforming nonlinear constraints into
equivalent, linear forms. To compute the economic value of additional inertia,
we perform simulations twice on the same system, changing only the total virtual
inertia value by a certain amount. The ratio of the production cost decrement to
the virtual inertia increment approximates the system-wise average inertia value,
which forms the basis to determine the price for each FSD to provide virtual
inertia. Each FSD has its own price, different from the system-wise average price
for inertia, due to factors such as various lifetimes, technologies, maintenance
and operation costs, and so on. Therefore, in this work, we consider the cost
variation of virtual inertia services from multiple locations over the grid.

4A base of 100 MVA is used for all FSDs in this section. As such, for virtual
inertia services, 200 $/s and 2 $/MWs conceptually represent the same price for
a FSD. For instance, to deploy a FSD that provides 2-s (equivalently 200-MWs)
virtual inertia, the deployment cost could be given in either way: 200 $/s ∗ 2 s
= 400$ = 2 $/MWs ∗ 200 MWs.

Fig. 7. The max. RoCoF and min. frequency for bus 2 over x1 − x2 space.

Fig. 8. Feasible region over x1 − x2 space.

and infeasible regions separated by the boundaries, which are
indicated using broken (left) and solid (right) curves. The curved
and asymmetric boundaries verify the locational impacts of the
virtual inertia services and the nonlinear relationship between
the selected metrics and the provided inertia. As shown in Fig. 8,
the two boundaries are combined to obtain the feasible region
(lightblue) of inertia services for maintaining both minimum
frequency and maximum RoCoF of bus 2 within their bounds.
Given the marginal costs of of virtual inertias provided by FSDs,
the minimum commitment cost is $1620 when H = [5, 3.1]T .

IV. AN ITERATIVE SOLUTION ALGORITHM

A search in the solution space for the optimal feasible solu-
tions, with J possible values for each FSD, requires O(EJN )
of full transient stability simulations, which is very computa-
tionally intensive. Thus, a generic search in the solution space is
almost impossible for practical applications. In order to reduce
computational burdens, we present in this section a compu-
tationally tractable algorithm for this scheduling problem. As
shown in Figs. 9 and 10, linearizion can be used to approximate
the contributions of the virtual inertia from FSD to the bus min-
imum frequencies and maximum RoCoFs with an appropriate
level of accuracy. Specifically, an iterative algorithm is pro-
posed to formulate and update a MILP problem with linearized
frequency constraints, and then to find the minimum-cost com-
mitment of FSDs. For the remaining sections, nomenclature is
presented at the end of this paper.

Authorized licensed use limited to: Texas A M University. Downloaded on November 28,2022 at 18:24:53 UTC from IEEE Xplore.  Restrictions apply. 



XU et al.: COMMITMENT OF FAST-RESPONDING STORAGE DEVICES TO MIMIC INERTIA FOR THE ENHANCEMENT 1223

Fig. 9. Three-bus case bus 2 minimum frequency and its linearization.

Fig. 10. Three-bus case bus 2 maximum RoCoF and its linearization.

A. Linearized Scheduling Problem Formulation

Given the virtual inertia bounds H ≤ x ≤ H̄, each so-
lution region {xn : Hn ≤ xn ≤ H̄n} is partitioned into Z̄n

segments. For FSD n, the virtual inertia values of interest
are represented by the (Z̄n + 1) × 1 vector hn = [hn,0 =
Hn, hn,1 , . . . , hn,Z̄n

= H̄n ]T . We denote the current virtual

inertia setting as H = [h1 , h2 , . . . , hN ]T . The vector Ĥn,z =
[. . . , hn,z , . . .] differs from H = [. . . , hn , . . .]T only by the
virtual inertia setting for FSD n. Specifically, we define
Ĥn,−1 = [. . . hn−1 , 0, hn+1 , . . .]T with hn,−1 = 0 and Zn =
{0, 1, . . . , Z̄n}. Let m ∈ M = {fmin , (−r)max} be the metrics
of interest and Mb ∈ {f

b
,−r̄b} represents the corresponding

limits for bus b. Then, the marginal benefit measure to commit
the virtual inertia of the segment z for the FSD n is given in
(4a). The equivalent frequency/RoCoF requirement measures
are defined in (4b). Given the current commitment plan H,
Δhn,z defined in (4c) represents the value of committed inertia
in H from segment [hn,z−1 , hn,z ]. The parameter definitions are
visually represented in Fig. 11.

am
b,e,n [z]|H =

mb,e |Ĥn , z
− mb,e |Ĥn , z −1

hn,z − hn,z−1
, for z ∈ Zn (4a)

vm
b,e |H = Mb − mb,e |H (4b)

Δhn,z =

⎧
⎪⎨

⎪⎩

hn,z − hn,z−1 , if hn,z ≤ hn

0, if hn ≤ hn,z−1

hn − hn,z−1 , otherwise

(4c)

Thus, the linearized scheduling problem with
∑N

n=1(Z̄n + 1)
continuous variables dn,z and

∑N
n=1(Z̄n + 1) binary vari-

ables un,z is formulated in (5) where d = [
∑Z̄1

z=0 d1,z ,
∑Z̄2

z=0 d2,z , . . . ,
∑Z̄N

z=0 dN,z ]. The objective function (5a) is to

Fig. 11. Visual representation of the parameter setting up.

minimize the total commitment costs for all FSDs. In con-
straint (5b), am

b,e,n [z]|Hdn,z (or am
b,e,n [z]|HΔhn,z ) is the lin-

earized contribution of the commitment of segment z of FSD
n with its committed virtual inertia to be dn,z (or Δhn,z ).
Thus,

∑
n∈N ,z∈Zn

am
b,e,n [z]|H (dn,z − Δhn,z ) is the linearized

improvement on the metrics of interest, compared to those
conditioned on the current commitment plan H, and vm

b,e |H
is the minimum improvement needed such that each metric is
within its limit. Constraint (5d) represents the upper limit of the
committed inertia dn,z from segment z. Constraints (5d) and
(5e) indicate each FSD cannot provide the virtual inertia of a
value between zero and Hn . Segment z + 1 can provide inertia
only when the segment z has offered all its available inertia
hn,z − hn,z−1 , which is included in this problem by (5f).

min
d,u

: cT d (5a)

s.t.: for ∀b ∈ B, e ∈ E ,m ∈ M
∑

n∈N ,z∈Zn

am
b,e,n [z]|H (dn,z − Δhn,z ) ≥ vm

b,e |H (5b)

for ∀b ∈ B, e ∈ E , z ∈ Zn , n ∈ N
un,z ∈ {0, 1} (5c)

dn,z ≤ un,z (hn,z − hn,z−1) (5d)

un,0hn,0 ≤ dn,0 (5e)

un,z+1(hn,z − hn,z−1) ≤ dn,z , z 
= Z̄n (5f)

B. Iterative Solution Algorithm

The linearized minimum-cost commitment problem facili-
tates an iterative solution algorithm - a two-loop iterative so-
lution technique - shown in Table I. Generally speaking, the
outer loop, indexed by s, updates the solution space center
and shrinks the solution space. The inner loop, indexed by k,
increases the requirement measures for cases when minimum
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TABLE I
ITERATIVE SOLUTION ALGORITHM

1.A Set s = 1 and initialize H(s) by d∗(0 ,1) ; Set ŝ = 0 and Ŝ = {};

2.A Set k = 1; Compute the am
b,e ,n [z]|H ( s ) - benefit measures conditioned on H(s) - using (4a) and v

m (s ,k )
b ,e

= vm
b,e |H ( s ) - the

requirement measures conditioned on H(s) - using (4b), where H(s) is obtained using d∗(s−1 ,K s−1 ) ;
2.B Formulate the MILP (5) to solve d∗(s ,k ) ;
2.C Use full dynamic model to compute mb,e |d ∗( s , k ) ;
2.D If no frequency limits violate, go to Step 4.A; Else, continue;
3.A Increment k; Update the frequency/RoCoF requirement measure using (6) for violated constraints in (5b);
3.B Go to Step 2.B;
4.A Set Ks = k;
4.B If cT d∗(s ,K s ) ≤ cT d∗(s ′,K s ′ ) for s′ ∈ Ŝ, record d∗(s ,K s ) and continue; Else, go to Step 4.D;
4.C If |cT d∗(s ,K s ) − cT d∗( ŝ ,K ŝ ) | > ε, ŝ = s and Ŝ = Ŝ

⋃
{ŝ} and continue; Else, go to Step 4.E;

4.D If s + 1 is within limit, update solution space using (7), increase s and go to Step 2.A; Else, continue;
4.E Record d∗(s ,K s ) as the final solution; End of the algorithm.

frequency/maximum RoCoF computed using full transient sta-
bility model violate their pre-determined bounds.

Within each outer loop s, we repeatedly update the equivalent
frequency/RoCoF requirement measures using (6) to strengthen
the limits violated by the previous optimum solution d∗(s,k−1)

until the computed minimum frequency/maximum RoCoF con-
ditioned on d∗(s,k) satisfy all the requirements for all the con-
tingencies of interest.

v
m (s,k)
b,e = v

m (s,k−1)
b,e + β

m (s,k)
b,e (Mb − mb,e |d∗( s , k −1 ) ) (6)

At the end of each outer loop s, the algorithm updates
the solution space center H(s+1) using the optimum solution
d∗|H ( s , K s ) = d∗(s,Ks ) . To guarantee the convergence of the pro-
posed algorithm, we apply a factor α

(s)
n to shrink the solution

space by (7). Again, the virtual inertia space of each FSD n
in a new solution space is partitioned into Z̄n segments. Then,
the marginal benefit and equivalent requirement measures are
computed to formulate (5) conditioned on H(s+1) for later sim-
ulations.

h
(s+1)
n,0 =max

{

Hn, d∗(s,Ks )
n −α

(s)
n

2

(
h

(s)
n,Z̄n

−h
(s)
n,0

)
}

(7a)

h
(s+1)
n,Z̄n

=min

{

H̄n , d∗(s,Ks )
n +

α
(s)
n

2

(
h

(s)
n,Z̄n

− h
(s)
n,0

)
}

(7b)

C. Computational Burden

Suppose that there are S outer loops and each outer loop
has Ks inner loops until the end of the algorithm. Since Step
2.A and 2.C require E

∑N
n=1(Z̄n + 2) and E simulations us-

ing the full dynamic model, respectively. The proposed al-
gorithm needs to run full transient stability simulation for∑S

s=1 E(
∑N

n=1 Z̄n + Ks + 2N) times. Assume that Z̄n + 2
and Ks are bounded by Z and K, respectively. The proposed
iterative solution algorithm requires O(SE(NZ + K)) of full
transient stability simulations.

V. SENSITIVITY-BASED ITERATIVE ALGORITHM

The computational burden in the iterative solution algorithm
mainly comes from 2.A, which requires E

∑N
n=1(Z̄n + 2)

Fig. 12. Bus 1 minimum frequency change v.s. additional real power injection.

simulations to compute the marginal benefit measures
am

b,e,n [z]|H ( s ) . In this section, we propose a sensitivity-based
approach to approximate the marginal benefit measures.

A. Sensitivity Analysis

Given the IEEE 118-bus test case [28], [29] with a total load of
5242 MW and a total installed generation capacity of 8935 MW,
we consider a single contingency event with the loss of the
conventional unit (output: 554 MW) on bus 69 (e = 69) at time
of 1s and measure the post-contingency frequencies/RoCoFs of
bus 1 (b = 1) over multiple scenarios.

First, Fig. 12 (left) shows the Δfmin
b,e w.r.t. the power injec-

tions ΔP from bus 4 at time 1s, 2s and 3s. The results clearly
show that the minimum frequency changes in a nearly linear
fashion as the power injection ΔP . Then, the minimum fre-
quency sensitivity to power injection at several dispersed lo-

cations are computed and the computed
∂Δf m in

b , e

∂Δp =
∂f m in

b , e

∂ p are
presented in Fig. 12 (right). We observe a non-linear behavior

of
∂f m in

b , e

∂ p w.r.t. time and the location-dependent of
∂f m in

b , e

∂ p at each
specific time. Similar results are observed in Fig. 13 for the
maximum RoCoF as well. For locational variation, we consider
bus 4 (2 nodes away from bus 1), bus 19 (4 nodes away from
bus 1) and bus 43 (6 nodes away from bus 1). Then Fig. 14 also
displays the time-dependent change in the selected metrics on
bus 1 w.r.t. the reactive power injection change at bus 4.
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Fig. 13. Change of bus 1 maximum RoCoF v.s. additional real power injection.

Fig. 14. Time-dependent change in selected metrics on bus 1 v.s. additional
reactive power injection from bus 4.

Fig. 15. Bus 1 RoCoF v.s. additional real power injection from bus 4.

Furthermore, we consider the real power injection change in
bus 4 at time 1.5 s with a value of 0-, 5- and 10-MW, respectively.
The indistinguishable curves in Fig. 15 verify that the power
outputs from each FSD have a small impact on the system
frequency. Thus, it is appropriate to estimate the contribution
of each segment of every FSD through the playback of the
frequency measurements at each bus.

B. Sensitivity-Based Benefit Measure Estimation

Based on the assumption that the commitment of each indi-
vidual FSD n has trivial impacts on the power system dynamic
responses, each FSD is the only source with substantial changes
in its power outputs. Assuming that the frequency response of
each bus is linear with respect to real and reactive power injec-
tions at any instant in time, the marginal benefit measures can

be estimated by

am
b,e,n [z]|H ≈

∫ te , e n d

τ =t0
[ ∂mb , e |H

∂ps
n

dΔps
n |z

dt + ∂mb , e |H
∂qs

n

dΔqs
n |z

dt ]dτ

hn,z − hn,z−1
(8)

where the t0 is the time when the CE e occurs and te,end is
the time when the last bus in the system has reached its mini-
mum frequency, and Δps

n |z = ps
n |z − ps

n |z−1 . On one hand, we
can approximate ps

n and qs
n by p̃s

n and q̃s
n through the playback

of the frequency measurements at each bus with the given vir-
tual inertia value. On the other hand, we partition the period
[t0 , te,end ] into Te segments to linearize ∂mb , e |H

∂ps
n

and ∂mb , e |H
∂qs

n

into Sm
b,e,n (t)|H and Gm

b,e,n (t)|H . Specifically, we perform full
dynamic simulation to compute Sm

b,e,n (t)|H and Gm
b,e,n (t)|H for

those selected time points and linearly interpolate the sensitivity
measures for values between selected time points. Correspond-
ingly, the marginal benefit measures can be approximated by

ãm
b,e,n [z]|H ≈

∫ te , e n d

τ =t0
[Sm

b,e,n |H dΔ p̃s
n |z

dt + Gm
b,e,n |H dΔ q̃ s

n |z
dt ]dτ

hn,z − hn,z−1
(9)

Using the approximated marginal benefit measures, we can fur-
ther compute the approximated frequency/RoCoF requirement
measures ṽm

b,e |H . Finally, the iterative solution algorithm pre-
sented in Section IV is modified into the sensitivity-based ap-
proach, detailed in Table II. Since the frequency is more de-
pendent on the real power balance, Gm

b,e,n |H = 0 is assumed to
further reduce computational complexity.

C. Computational Burden

Suppose that there are S outer loops and each outer loop has
Ks inner loops until the end of the algorithm. Step 2.Ã1 and 2.C
require R

∑E
e=1 Te and E simulations using the full dynamic

model, respectively. R ≤ N is the number of buses where the
N FSDs are installed. The proposed algorithm needs to run
the transient stability model for

∑S
s=1(EKs + R

∑E
e=1 Te)

times. Assume that Te and Ks are bounded by T and K, re-
spectively. The proposed iterative solution algorithm requires
O(SE(RT + K)) of full transient stability simulations. In ad-
dition, the buses can be grouped into several clusters with simi-
lar dynamic behaviors [30], [31], then we only need to perform
sensitivity analysis on R′ < R regions with the computational
burden reduced to O(SE(R′T + K)) of full transient stability
simulations. Similarly, if the locations of multiple contingen-
cies are close to each other, we can group those contingencies
into one category, represented by the worst case in that group.
In such way, we can further lower the computational burden
to O(SE ′(R′T + K)), where E ′ is the number of contingency
clusters.

This paper primarily focuses on solving the nonlinear opti-
mization problem (3). Actually, such a minimization problem
could not be formulated and solved as a regular optimization
problem, since the minimum frequency and maximum RoCoF
magnitudes could be computed only by running dynamic simu-
lations. Thus, we develop an algorithm to effectively solve the
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TABLE II
SENSITIVITY-BASED ITERATIVE SOLUTION ALGORITHM

1.A Set s = 1 and initialize H(s) by d∗(0 ,1) ; Set ŝ = 0 and Ŝ = {};
2.Ã1 Set k = 1; Compute the sensitivity measures Sm

b,e ,n |H ( s ) , Gm
b,e ,n |H ( s ) ;

2.Ã2 Compute the benefit measures ãm
b ,e ,n [z]|H ( s ) conditioned on H(s) using (9) and the requirement measures ṽ

m (s ,k )
b ,e

conditioned

on H(s) using (4b);
2.B-4.E The same as Iterative Solution Algorithm.

TABLE III
SELECTED FSD CONFIGURATIONS

H̄ (s) 5 7 6 11 20 12 8 14

H (s) 0 0 0 0 0 0 0 0
costs($/s) 93 108 105 92 79 55 71 102
bus index 10 12 25 26 27 62 67 69

optimization problem, but this algorithm is general enough to
consider other FSD control algorithms.

VI. ILLUSTRATIVE SIMULATION STUDIES

In this work, we perform extensive studies on the modified
118-bus test system used in Section V [28], [29] to verify the po-
tential computational benefits of the proposed iterative solution
approach and sensitivity-based method. The storage dynamic
model used in Section II is adopted here with power capacity
to be 15 MW for all FSDs. All FSDs are assumed to have zero
initial power output. Since primary frequency covers up to tens
of seconds, thus we assume energy capabilities for all FSDs are
sufficiently large5.

We consider four under-frequency contingencies (E = 4),
each of which simulates the loss of one generator. The four gen-
erators are sited at bus 80 (389 MW), bus 100 (415 MW), bus
61 (386 MW) and bus 59 (423 MW), respectively. A minimum
frequency limit of 59.5 Hz and a maximum RoCoF limit of
0.5 Hz/s over a 500-ms period are considered for all the buses
(|B| = 118). Each generator adopts either GENSAL or GEN-
ROU machine model, and either EXST1, EXST2 or IEEET1
exciter model. We consider either IEEEG1, GAST, HYGOV or
TGOV1 as each generator’s governor model. All models use
default parameters on an MVA base equal to 125% of their re-
spective MW capacity [32]. Finally, all loads are modeled with
the constant impedance model. We consider the installation of
one single FSD at each selected bus (|N | = R = 33), with the
corresponding parameters for a portion of FSDs given in Ta-
ble III. Without any FSD commitment, the simulated system
frequency response results in a minimum frequency of 59.366
Hz and in a maximum RoCoF of 0.803 Hz/s.

The proposed approach is modified into ten different cases, as
shown in Table IV. In cases 1−4, we use actual data to compute

5Take a FSD with 15-MW charging/discharging capacity as an example. If
this FSD is charged or discharged over a 20-second primary frequency response
simulation period, the change of its storage energy is no more than 300 MWs
< 0.1 MWh, which is significantly smaller than typical FSD capabilities [33].

TABLE IV
TEST CASE SOLUTION METHOD SPECIFICATION AND RESULTS

case measure Z T R′ costs ($) # of simulations

1 actual 8 N/A N/A 9155 5332
2 actual 5 N/A N/A 9173 3340
3 actual 3 N/A N/A 9327 2032
4 actual 2 N/A N/A 9645 1364
5 estimated 5 10 33 9163 7972
6 estimated 5 10 11 9208 2696
7 estimated 5 10 3 9342 780
8 estimated 5 5 3 9363 488
9 estimated 5 5 3 9364 282 (E ′ = 2)
10 estimated 5 5 3 9388 224 (E ′ = 2)

Fig. 16. Algorithm solution paths for cases 1−4.

marginal benefits am
b,e,n [z]|H and requirement measures vm

b,e |H .
Specifically, the only variation in cases 1−4 is Z̄n - the number
of segments for each FSD’s inertia range. Case 4 is a special case
where one single benefit measure is adopted for each FSD n. For
comparison purposes, we run cases 5−10 with Z = 5 and addi-
tionally adopt the sensitivity-based measures. Since frequency
is more dependent on the real power balance, Gm

b,e,n |H = 0 is
assumed in cases 5−10. In detail, cases 5−7 and 8−10 consider
T to be 10 and 5, respectively. Case 6 adopts the regional sensi-
tivity measures with R′ = 11, while cases 7−9 have a value of 3
for R′. Additionally, we cluster the four contingencies into two
groups (E ′ = 2) based on contingency locations. Compared to
cases 1−9, case 10 adopts an adaptive method to update β

m (s,k)
b,e

at the end of each inner loop.
At first, Fig. 16 shows the solution path of the FSD commit-

ment costs w.r.t. the number of full transient stability simula-
tions. The marker of each line indicates the end of one outer
loop with a feasible solution to be recorded. We note that the
increasing number of segments lowers the final commitment
costs, which converges to about $9200 when Z becomes higher
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Fig. 17. Algorithm solution paths for cases 5−7.

Fig. 18. Algorithm solution paths for cases 7–9.

Fig. 19. Algorithm solution paths for cases 9–10.

than some value (5 in our case). As shown in Figs. 9 and 10, the
impacts of the mimicked inertia behave in a nonlinear fashion
as the virtual inertia increases. Thus, a higher number of seg-
ments can capture a more accurate linearized representation of
the FSD impacts on the selected metrics. However, the selec-
tion of Z faces at the trade-off between computation accuracy
and computation complexity. As Z increases, the computation
becomes more burdensome. The results are reasonable since
each increment in Z requires at lease EN full simulations per
outer loop. With higher Z, the finer segmentation helps the algo-
rithm’s convergence. However, the finer segmentation can only
slow down - not stop or reverse - the increasing number of full
dynamic simulations as Z increases.

Then, T is set to 10 in cases 5−7 and 5 in cases 8−9 because of
the nonlinear time dependence of sensitivity measures Sm

b,e,n |H .
Fig. 17 presents the convergence path of the FSD commitment
costs w.r.t. the number of full transient stability simulations
to investigate the impacts of sensitivity measures with varying
R′. Case 5 does not partition the FSDs into clusters (R′ = N )

Fig. 20. Worst-scenario simulation results before and after deployment of
FSDs in case 10. (a) Post-contingency frequency at each bus. (b) Post-
contingency RoCoF at each bus.

and has almost the same commitment costs as case 2, which
verifies the correctness of the proposed sensitivity-based ap-
proach. However, case 5 requires more full stability simulations
than that of case 2 because of TR′ = 330 > NZ = 165. Since
each FSD has a small impact on frequency response and neigh-
boring FSDs create similar effects on the system frequency re-
sponses, the time-varying frequency signals are used to cluster
buses, where FSDs are sited, into R′ groups, in each of which
the buses have similar frequency curves. The clustering results
are updated at the end of each inner loop. As the R′ changes
from 33 to 11 and then to 3, the decreasing computation com-
plexity with slight change in the commitment cost verifies the
effectiveness of the proposed sensitivity-based method to search
in the feasible space for the optimal solution.

To further reduce the required number of full dynamic sim-
ulations, the T is reduced in cases 8−9 to 5 and the final com-
mitment costs are slightly higher than that of case 7, as shown
in Fig. 18. However, cases 8 and 9 require much fewer full

Authorized licensed use limited to: Texas A M University. Downloaded on November 28,2022 at 18:24:53 UTC from IEEE Xplore.  Restrictions apply. 



1228 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 33, NO. 2, MARCH 2018

Fig. 21. Simplified structure of the storage system under droop control.

Fig. 22. Worst-scenario simulation results in case 10 after applying (a) the
proposed control algorithm and (b) droop control, in consideration only of the
minimum frequency constraint.

transient stability simulations. Unlike case 8, case 9 has a sec-
ond factor causing the decrease in computational burden - the
consideration that a group of contingencies close to each other
have similar impacts on power system frequencies. Thus, their
impacts can be represented by the regional worst contingency
in each group. In our work, the bus 80 is one bus away from bus
100 and bus 61 is connected to bus 59. Therefore, we can group
the four contingencies into E ′ = 2 groups (buses 80 with 100,
and buses 61 with 59). These two groups of contingencies are
6 nodes away from each other.

To speed up the convergence of the algorithm, we apply a fac-
tor ηβ larger than 1 in (6) to update β

m (s,k)
b,e = β

m (s,k−1)
b,e ∗ ηβ

when Mb − mb,e |d∗( s , k −1 ) becomes very small (0.01 in our work)
and the algorithm updates the solution in a very slow speed. As
shown in Fig. 19, the case 10 with the adaptive updating rule fa-
cilitate the computation speed and requires only less inner loops
for convergence. We present in Fig. 20 the transient stability
simulation results without and with FSDs in the worst scenario
of case 10. The simulation results show that the deployment of
FSDs helps the grid satisfy minimum frequency and maximum
RoCoF magnitude requirements at each bus.

In summary, given economic dispatch results for the next op-
eration horizon, the iterative algorithm proposed in this work
determines necessary virtual inertia services, while minimizing
the total deployment costs, in a reasonable time. The results
presented in Table IV show that reasonable solutions can be
found with a slight change in the total commitment costs using

various versions of our proposed method. The acceptable cost
difference (about 2%) verifies that the approximation and
sensitivity-based measure estimation with appropriately se-
lected parameters introduce trivial impacts on the final
commitment plan. The reducing computational complexity
demonstrates the effectiveness of the proposed iterative method
and the sensitivity-based approach.

VII. CONCLUSION

This paper presents a generation-side method to improve
power system primary frequency response. We assign costs to
FSD resources and formulate a minimum-cost PFR-constrained
optimization problem for a smarter use of presently-available
technology. The proposed iterative solution approach and
sensitivity-based method prove to be effective for finding the
near-optimal commitment of FSDs with significant reductions
in computational complexity. The minimum commitment cost
of FSD provides a basis to evaluate inertia services for power
systems.

In this paper, we only focus on the controls of FSDs, but
the proposed iterative algorithm to determine the minimum-
cost deployment plan for FSDs is general enough to be applied
for other types of sources that are capable to mimic inertia.
The optimization problem presented in this paper is capable to
be modified to consider stochastic processes or uncertainty in
power system. Another potential application of the proposed
methods is to formulate a PFR-constrained unit commitment
problem that optimizes the commitment and operating points of
both generation and demand resources. We will address those
topics in future work.

VIII. DISCUSSIONS ON FSD CONTROL ALGORITHMS

The core idea of different existing FSD control algorithms
[14], [20], [22], [34] is typically to provide droop control. In
other words, those FSDs respond to the frequency deviation Δf
- the change of frequency. The control algorithm proposed in
this paper aims to change storage output, responding to Δḟ -
the rate of change of frequency. Thus, we use droop control as a
reference control algorithm, as shown in Fig. 21, for comparison
purposes.

We note that the proposed iterative sensitivity-based algo-
rithm in Section III-V is general enough to consider different
FSD dynamic models under different control algorithms. Here,
we use the IEEE 118-bus test system to illustrate the contribution
of multi-site FSDs under different control algorithms. However,
when we considered droop control for FSDs (constraint (3d)
is modified to consider the range of Dsp ), we could not find a
solution to satisfy minimum frequency and maximum RoCoF
magnitude requirements at the same time for all buses, no matter
whether we were using the proposed iterative sensitivity-based
algorithm or the generic method in Section III (searching in
the solution space, extremely computationally burdensome but
must find the optimal solution if any). The reason may be that
the droop control has a limited capability to lower the RoCoF
magnitude, which is mostly determined by inertia.
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To verify our guess, we formulate and solve the FSD commit-
ment problem, in consideration only of the minimum frequency
constraints. All cost coefficients are set to 1. Mathematically,
we are solving optimization problem (3a), subject to constraints
(3b) and (3d), without (3c). We compute RoCoFs for comparison
purposes. Simulated frequencies and RoCoFs with FSDs under
the proposed control algorithm (original (3d)) and droop con-
trol (constraint (3d) is modified to indicate the range of Dsp ) are
presented in Fig. 22. Given that the multi-FSDs are controlled
to help system satisfy the minimum frequency requirement at
each bus, both cases have improvements in RoCoFs. However,
FSDs with the proposed algorithm makes more contribution
to RoCoFs. For example, the frequencies at different buses in
Fig. 22(a) oscillate more significantly than those in Fig. 22(b).
Bus frequencies in Fig. 22(a) drop more slowly than those in
Fig. 22(b). Specifically, the maximum RoCoF magnitude in
Fig. 22(a) is smaller than that in Fig. 22(b). This is because vir-
tual inertial responses can slow down the change of frequency,
and thus provide more time for system to pick up frequency.

Stabilizing frequency means not only to bring frequency back
to the nominal value, but also to prevent frequency from chang-
ing too fast. As such, the advantage of the proposed control
algorithm over the typical droop control is that it is able to sig-
nificantly improve not only the minimum frequencies, but also
the maximum RoCoF magnitudes.

IX. NOMENCLATURE FOR SECTIONS III AND IV

Superscript/Subscript
b index of the buses with b ∈ B = {1, 2, . . . , B}
e index of CEs with e ∈ E = {1, 2, . . . , E}
k index of internal loops from 1 to Ks

m index of metrics of interest with m ∈ M =
{fmin , (−r)max}

Mb index of requirements on metrics of interest with
Mb ∈ {f

b
,−r̄b}

n index of FSDs with n ∈ N = {1, 2, . . . , N}
s index of outer loops from 1 to S
z index from 0 to Z̄ with z ∈ Zn = {0, 1, . . . , Z̄n}
(s, k) superscript for the inner step k of outer loop s

Variables/Parameters
am

b,e,n |H the linearised improvement of metric m by the
introduction of FSD n virtual inertia during the
zth segment (from hn,z−1 to hn,z ), as defined in
(4a) [Hz/s or Hz/s2]

ãm
b,e,n |H the approximation of am

b,e,n |H , as defined in (9)
[Hz/s or Hz/s2]

cn objective function coefficient for virtual inertia
c vector [c1 , c2 , . . . , cN ]T

dn,z committed virtual inertia value of zth segment for
FSD n [s]

d vector [
∑Z̄1

z=0 d1,z ,
∑Z̄2

z=0 d2,z , . . . ,
∑Z̄N

z=0 dN,z ]
d∗(s,k) optimal solution of optimization problem (5) at

inner step k of outer loop s

E ′ the number of contingency clusters
fmin

b,e |x bus b minimum frequency after CE e, given the
virtual inertia value setting x [Hz]

f
b

bus b minimum frequency requirement [Hz]

Gm
b,e,n |H ( s ) piece-wisely linearized ∂mb , e |H

∂qs
n

hn,z the zth end point of the Z̄n -segmented range [Hn ,
H̄n ] with hn,−1 = 0 [s]

Δhn,z hn,z − hn,z−1 as defined in (4c) [s]
hn vector [hn,0 = Hn, hn,1 , . . . , hn,Z̄n

= H̄n ]T

hn FSD n current virtual inertia setting [s]
Hn, H̄n lower and upper bounds of xn (hn ) [s]
H vector [H1 ,H2 , . . . , HN ]T

H̄ vector [H̄1 , H̄2 , . . . , H̄N ]T

H defined as [h1 , h2 , . . . , hN ]T

Ĥn,z a mutation of H = [. . . , hn , . . .]T by changing
FSD n virtual inertia setting from hn to hn,z

J number (= Z̄n + 2) of possible virtual inertia val-
ues for each FSD

mb,e |x bus b metric m value after CE e, given the virtual
inertia value setting x [Hz] or [Hz/s]

ps
n real power output of FSD n

p̃s
n estimated ps

n through the playback of the fre-
quency measurements at each bus with the given
virtual inertia value

qs
n reactive power output of FSD n

q̃s
n estimated qs

n through the playback of the fre-
quency measurements at each bus with the given
virtual inertia value

rmax
b,e |x bus b maximum RoCoF magnitude after CE e,

given the virtual inertia value setting x [Hz/s]
r̄b bus b maximum RoCoF magnitude requirement

[Hz/s]
R the number of buses where the N FSDs are in-

stalled
R′ the number of bus clusters where the N FSDs are

installed
Sm

b,e,n |H ( s ) piece-wisely linearized ∂mb , e |H
∂ps

n

t0 the time when the CE e occurs
te,end the time when the last bus in the system has

reached its minimum frequency
Te number of sub-periods from t0 to te,end

un,z status variable of zth segment for FSD n
vm

b,e |H the minimum improvement needed such that each
metric is within its limit as defined in (4b) [Hz/s
or Hz/s2]

xn virtual inertia value of each FSD [s]
x vector [x1 , x2 , . . . , xN ]T

Z̄n number of segments within the range [Hn , H̄n ]
α

(s)
n the factor used to shrink solution space

β
m (s,k)
b,e the factor used to strengthen requirements

ηβ the factor used to update β
(s)
b,e
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