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Feature Extraction and Visualization
of Power System Transient Stability Results

Sudipta Dutta, Member, IEEE, and Thomas J. Overbye, Fellow, IEEE

Abstract—Transient stability simulation studies of large-scale
power systems often generate large amounts of data. This can
make it difficult for power system planners to understand the
overall system response or to identify portions of the system
with unusual signals. In this paper we present a novel approach
that utilizes clustering to extract common features in the voltage
magnitude and frequency response signals, and to identify out-
liers. The geographic visualization of the results is also discussed.
Results are demonstrated using the IEEE 118-bus system and a
16 000-bus real-world system model.

Index Terms—Clustering, feature extraction, model errors,
power system visualization, spark lines, transient stability data.

I. INTRODUCTION

RANSIENT stability simulation tools are essential for en-

abling safe and reliable operations of power systems. In
real life large scale systems with thousands of buses, transient
stability studies often generate gigantic volumes of data. This
poses a significant challenge to power system planners to an-
alyze the overall system response and identify portions of the
system which might be displaying “abnormal” behavior. An ex-
haustive analysis being prohibitively inefficient, it is of critical
importance to develop methods to automatically extract such in-
formation from transient stability data. This paper addresses the
above need by applying clustering techniques on transient sta-
bility data, more specifically, voltage and frequency response
signals. Common features are extracted and outliers character-
ized by uncommon features are also identified. Furthermore, a
visualization method is presented to infuse geographic informa-
tion in the display of the results.

Information extraction from transient stability data is the
first and most crucial part of this work. It will be shown
how clustering [1] can be applied to identify a set of distinct
signals that characterize the overall system behavior. Groups
of coherent generators [2]-[5] can also be identified in a
“model-free” approach. In a prior work [6] we have developed
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a clustering based methodology to identify groups of generators
in a 2400-generator system with similar frequency responses to
a large fault. While common features of the frequency signals
were identified, outliers characterized by abnormal signals
were intelligently flagged down in two of the generators in the
same process. These abnormalities caused by errors in these
generators’ exciter models had previously been undetected and
were subsequently corrected. This provided promise of the
methodology as an operational tool. However, in this earlier
work, only frequencies were considered which in a stable
system vary within a narrow range both pre and post distur-
bance. Feature extraction from other power system quantities
such as bus voltages poses greater challenges and has been
addressed here. In the previous work, the choice of parameters
for applying clustering techniques was not discussed. These
have been addressed in this current paper.

The second part of this work focuses on visualization of
the information extracted from transient stability data, which
is time-varying in nature. Traditionally strip-charts have been
used for this purpose. Such an approach can be quite effective
provided one is only interested in showing a few signals.
However, displaying multiple signals on a single plot using
different colors becomes ineffective as the number of colors
surpasses ten [7, p. 125]. In addition, such plots cannot show
geographically distributed information. Wide area frequency
visualization using animated event replays has been presented
in [8] and [9]. Data collected from frequency disturbance
recorders in a wide area FNET system are displayed with
colored contours for every time step and played in the form
of a movie. While certainly useful for some situations, it re-
quires time to display the animation loop and cannot provide
results at a glance. Again, it is extremely important to display
time-varying data over a reasonable period as opposed to just
showing the present value and say one time step prior, in order
to convey the variation of signal value over time [10]. This
visualization challenge has also been addressed in this paper.

The paper is organized as follows. A motivating example of
the problem addressed in this paper is presented in Section II.
The proposed analysis procedure is explained in Section III. The
case study and discussions are presented in Section IV. Finally
the conclusions are provided in Section V.

II. MOTIVATING EXAMPLE

Fig. 1(a) and (b) demonstrates how transient stability voltage
variation is often shown for a large system with 16 000 buses.
Fig. 1(a) shows the voltage signals at all of the buses over 20 s
with a large generation loss contingency occurring at 2 s. The
individual buses are not identified due to data confidentiality
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Fig. 1. (a) 16 000 transient bus voltage signals from a large system. (b) 11 ran-
domly selected voltage signals from (a). (c) Outlier signal present in (a) but
absent in (b), hence potentially missed out in system analyses.

concerns. Obviously with 16 000 buses the purpose of Fig. 1(a)
is not to show the response at any individual location, but rather
to give bounds on the overall system response. Power system
planners often study the system by looking at a small number
of pre-selected buses. While these locations are chosen with
great care, they only represent a small sample of the overall
voltage signals. To illustrate, Fig. 1(b) shows the voltage sig-
nals at eleven selected buses spread throughout the system. Note
that by doing so some of the distinct features of the overall
system response are indeed captured. However, this selection is
not guaranteed to include all of the unique features, especially
when these signals may vary depending on the assumed con-
tingency. This failure is illustrated in Fig. 1(c) which shows an
abnormal or outlier signal that is absent in Fig. 1(b) and stays
hidden in Fig. 1(a). This abnormality could potentially indicate
errors or condition warranting attention.

Another issue is with the visualization shown in Fig. 1(a)—(c).
Just by studying the plots, it is not possible to locate where a
certain set of signals originates within the geographic footprint
of the system. This information can provide important insights
into the behavior of the system such as identifying weak areas
of the system prone to stability issues etc.

The clustering based proposed analysis procedure addresses
these challenges. Important capabilities of this analysis proce-
dure include extracting unique signals from the range of sig-
nals exhibited by the complete system based on common fea-
tures. Similarities between signals are quantified followed by
grouping together similar signals using clustering techniques.
Finally a novel visualization technique is presented which em-
beds locational information with the transient stability signals.

III. ANALYSIS PROCEDURE

The analysis procedure involves Feature Extraction and Vi-
sualization. Feature extraction requires quantifying similarities
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Fig. 2. Three 7-dimensional signals are shown in (a), (b), and (c). Visual in-
spection determines that (a) and (b) are similar and different from (c). So (a)
and (b) should be clustered as one group.

between signals for which the Similarity Measures have been in-
troduced. This is followed by Clustering similar signals which
warrant a discussion on the clustering techniques used, namely
Quality Threshold Clustering and K-Means Clustering.

The transient stability data described in this work is an Nx 7
volume of data where number of nodes (buses or generators
whose signals are being studied) is N, and the number of time
points considered is 7.

A. Feature Extraction

This can be described as the process of disentangling jumbled
up transient stability signals into groups based on common fea-
tures. Our studies reveal that certain transient stability data, such
as voltage signals with varying ranges between buses, requires
preprocessing for proper clustering. Preprocessing involves nor-
malizing voltage signals with respect to pre-fault values. Fre-
quency signals however vary within a similar range in stable
systems both pre and post fault condition and can be analyzed
without any preprocessing.

A similarity measure is required to compare multiple signals
following this step.

Similarity Measures: Consider Fig. 2(a)-(c) which shows
three signals in which the X-axis represents time and the Y-axis
represents the signal value. By visual inspection the signals in
Fig. 2(a) and (b) appear similar but the one in Fig. 2(c) does
not. There are several different measures available to quantify
signal similarity [11]. For example some measures are time
shift invariant, some are amplitude shift invariant, some are
time scale invariant, some are amplitude scale invariant, etc.
With the focus on transient stability signals that are all correctly
time stamped, the measures used here are invariant to amplitude
shifts and scaling.

Mathematically, let X, and X, be 7-dimensional vectors,
where

Xo = [Wny s gy s in, " )

Then an amplitude scale invariant similarity measure will de-

termine these similar if

Xp(t) = Xo(b) + . @)
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An amplitude scale invariant similarity measure will determine
the same two vectors similar if

Xp(t) = (1 + a) Xy (t). (3)

In (2) and (3), « is a scalar term.

Two common categories of similarity measures are the
distance measure and the proximity measure. One of the most
common types of distance measure is the Mikowski distance
defined as

4)

The popular Euclidean distance is a special case of Mikowski
distance with r = 2 in (4):

)

(ZE =

The normalized Euclidean distance can accept both ampli-
tude shift and amplitude scaling.

Another distance measure that is very useful is the root mean
square (RMS) distance given by

T

1
drms =, = Z (p, — wq,)". (6)

t=1

Using the RMS distance is preferable to using the Euclidean
distance since in the former the choice of cluster diameter that
controls cluster quality is invariant with length of the vector, 7.

Among proximity measures, a common method is use of cor-
relation coefficients between different time series. This simi-
larity measure is given by

> (2, = ) s, — 73)

(7

doo = = :
\/Z (gjllf, - E)z Z ($Qf - E)Z
t=1 t=1

Terms with bars represent average values. Correlation mea-
sures are known to accept amplitude shifts such as DC offsets
and amplitude scales.

Another proximity measure is the angle-based cosine
measure:

Zl'lljpza’(h

t=

deos = : 3
T . T
b
t=1 =1

Cosine similarity is a judgment of orientation and not magni-
tude: two vectors with the same orientation have a Cosine sim-
ilarity of 1, two vectors at 90° have a similarity of 0, and two
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vectors diametrically opposed have a similarity of — 1, indepen-
dent of their magnitude. This measure accepts amplitude scale
but not amplitude shifts.

Clustering: Transient stability voltage and frequency signals
are clustered together based on feature similarities. Data mining
literature provides several different types of clustering algo-
rithms and proper algorithm selection is the key to effective sep-
aration of groups of signals. Clusters formed should be of high
quality. Based on our prior work in this area and a survey of
available clustering techniques, the algorithm we have applied
is the Quality Threshold clustering algorithm [12].

1) Quality-Threshold (QT) Clustering: The goal of QT clus-
tering is to form large clusters with similar patterns and to ensure
a quality guarantee for each cluster. Cluster quality is defined
by a pre-defined threshold diameter specified in terms of a sim-
ilarity measure. This algorithm proceeds by forming candidate
clusters around every 7-dimensional signal by adding signals
which are within the range of the threshold diameter around
it. The candidate cluster with largest cardinality is retained as
the first QT cluster and signals grouped in the cluster removed.
The procedure is iteratively repeated with the reduced set of sig-
nals until all signals are clustered. Further details of this algo-
rithm can be found in available literature [13]. Typical QT al-
gorithms have a restriction on minimal cardinality required to
form a cluster. In this work, this restriction is removed allowing
formation of even single response clusters, which often indicate
“outliers” in the data. Another useful feature of QT algorithm is
that it returns the same result when run several times.

The choice of quality threshold diameter dictates what value
assigned to the similarity measure can classify two signals in
one cluster or different clusters. There are no correct or incor-
rect choices and needs some operator experience. In the results
section of this paper, we have provided a sensitivity analysis of
the choice of this diameter to the number of clusters formed in
a large 16 000-bus system. As the results will reveal, the choice
of threshold diameter in this work is adequate. Note that lower
the cluster threshold diameter, “tighter” the clusters are formed.
Often this is tantamount to generation of many more clusters.
Of course if all the signals are identical, no matter how small
the threshold diameter is, only one cluster will be formed.

One of the major problems with QT clustering is computa-
tion complexity which manifests itself in the execution time.
Complexity of the QT clustering algorithm could be as high
as O(N®) [14] or O(N?) [15] depending on the implementa-
tion. This can lead to prohibitively large execution time with
large value of N, which is the situation faced in this work with
thousands of buses. Hence, our approach is to form preliminary
clusters with a fast algorithm such as the well-known K-means
clustering algorithm and then clustering median signals of each
of these using the more accurate but computationally intensive
QT algorithm to define the final good quality clusters.

2) K-Means Clustering: The application of K-means clus-
tering can be considered as a preprocessing step to reduce data
volume. Depending on the size of the system/data set, this step
can be skipped. Issues of large data volumes have led to sev-
eral research works [16]-[18]. Data clustering for reducing data
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volume has been proposed in the literature [19], [20]. Along
these lines, in this paper we apply K-means clustering to gen-
erate the preliminary clusters.

K-means is a well-known clustering algorithm with low run-
ning time [21]. Its solution relies on an iterative scheme, which
starts with arbitrarily chosen initial cluster memberships or cen-
ters. The distribution of signals among clusters and the updating
of cluster centers are the two main steps of K-means algorithm.
The algorithm alternates between these two steps until the value
of the objective function (9) cannot be reduced anymore. It re-
quires k, the number of clusters to be formed to be pre-speci-
fied. The choice of & is based on the total number of signals to
be clustered. In the results section of this paper, we have pro-
vided a sensitivity analysis of the choice of £ to the number of
clusters formed in a large 16 000-bus system. As the results will
reveal, the choice of & in this work is adequate.

Mathematically, the K-means algorithm determines a set of &
7-dimensional cluster centers {V; | i = 1,2,...,k}, where
coi )T ©)

‘/i = ['Uil'/luizv B

Given a set of N 7-dimensional signals {X, | n =

1,2,..., N}, the objective function to be minimized is
kN
JUV) =" uinl| X, - Vil (10)
i=1n=1
s.t.
win €{0,1}Vi,n (11
k
Z Ui, = 1V (12)
i=1

where ||.|| represents the similarity measure.

At the end of the Feature Extraction stage with two-stage
clustering approach, the final groups of transient signals are ob-
tained. The set of median signals from these final clusters cap-
ture the range of signals and the complete transient behavior of
the system. This provides comprehensive understanding of the
system dynamics.

B. Visualization

Here the visualization challenge of representing transient sta-
bility data is addressed. The simplest method of representa-
tion is with the help of plots and for multiple time series, with
multi-color plots. But with increase of the number of series, the
signals cannot be distinguished. Traditionally strip charts have
been used for this purpose. But strip charts do not provide loca-
tion information. An approach is to integrate small strip charts
onto existing one-lines next to the field of interest [22]. This
of course requires strip charts to be quite small. In our current
work, the visualization technique used is “spark-lines” [23] on
geographic overlays similar to the approach in [6].

As defined in [23], spark-lines are “data-intense, de-
sign-simple, word-sized graphics”. They present a historical
trend of data in the space of a typical word. A spark-line is a
graph without axis labels and numbers. Obviously there is a
tradeoff between display space and the amount of information
shown. Spark-lines can only show data with several significant

digits, but “the idea is to be approximately right rather than ex-
actly wrong” [23, p. 50]. Unique signals found in the previous
Feature Extraction process are displayed as spark-lines overlaid
on one-line diagram or the actual latitude-longitude map, thus
infusing location information. The x-axis time-scale could be
common for all spark-lines, e.g., 20 s in a transient stability run.
The y-axis could also be implicit based on the type of value,
for example between 59.8 to 60.2 Hz for frequencies.

Spark-lines are automatically generated and laid out on the
geographical map of the power system. It should be made sure
that spark-lines do not overlap. This was achieved by devel-
oping overlap correction algorithms which automatically detect
occurrence of overlaps and relocate spark-lines on the available
display space using force based layout methods [24].

IV. CASE STUDY AND DISCUSSIONS

The proposed analyses have been applied on transient sta-
bility data from two systems, namely the IEEE 118-bus system
and a large real-world wide-area power system consisting of
16 000 buses. The analytic methods have been implemented in
MATLAB with the transient stability data acquired by running
different simulations using PowerWorld Simulator [25]. Note
that the case studies are the heart of this application-centric work
since they bring out the effectiveness and usefulness of the pro-
posed analyses. The Feature Extraction studies have been or-
ganized into transient frequency and transient voltage studies.
While both voltage and frequency response results are presented
for the 16 000-bus case, only voltage response results are pre-
sented for the 118-bus system. This is followed by the Visualiza-
tion results and a sensitivity study pertaining to choice of clus-
tering parameters.

A. Feature Extraction

Frequency Transient Stability in 16 000-Bus System Case: A
generator outage fault is applied at time 2 s which triggers a tran-
sient response in the system. Fig. 3(a) shows transient frequency
signals of all 16 000 buses displayed in one plot over simulation
time of 20 s. With the data stored every 0.05 s (i.e., every 12th
value using a 1/4 cycle time step), the number of time points
considered for a 20-s simulation is 7 = 400.

After applying the process of Feature Extraction, using k =
600 for K-means clustering and QT threshold diameter of 0.03
RMS distance, these signals are disentangled to identify eight
distinct signals as shown in Fig. 3(b). Fig. 4(a)—(i) shows each
of the eight clusters with the cluster representative median re-
sponse in black and cyan lines showing range of signals in cor-
responding cluster. The cardinality is respectively 8754, 3983,
1920, 1281, 348, 43, 10, and 44 buses.

Greater the number of clusters formed, greater is the extent to
which the patterns get sieved out. But, as can be seen, just eight
clusters effectively captures all of the 16 000 frequency signals.

Voltage Transient Stability Analysis in 16 000-Bus System
Case: The transient voltage signals of all 16000 buses for
the same fault as the previous case at each of 400 time points
are analyzed here. These have been previously displayed in
Fig. 1(a).

After applying the Feature Extraction process 60 distinct sig-
nals are identified shown in Fig. 5. It is well-known that voltage
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signals vary significantly between different buses which is re-
flected in more clusters obtained for voltage signals compared
to frequencies. The clusters are obtained using 600 K-means
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Fig. 5. Plot of 60 distinct voltage signals obtained by proposed analysis.

clusters and QT threshold diameter 0.012 in RMS similarity
measure.

To limit the size of the paper, only ten of these 60 signals are
shown in Fig. 6(a)—(j) in separate larger plots with each showing
the range of voltages included in its cluster (colored in cyan).
The number of buses included in each cluster is also mentioned.
Note here that the voltages are normalized with respect to pre-
fault values. Some of the “interesting” signals isolated as clus-
ters with cardinality unity or very low can be seen.

It is interesting to note that the proposed method is able to
isolate out unique and “unexpected” signals, which often reveal
underlying issues with the system model and parameters etc.
For example, analysis of the two signals in Fig. 6(d) determined
that the generators connected to these two buses have positive
eigen values in respective SMIB studies indicating model errors
in them. Fig. 6(f) is also an outlier in that it is a generator with
zero MW output directly connected to a 500-kV bus with com-
pensation. This outlier detection ability proves the power of this
method as an analysis tool.

Voltage Transient Stability Analysis in IEEE 118-Bus System
Case: All 19 generators of the IEEE 118-bus system are mod-
eled as GENCLS, i.e., classic generator model. In this model a
synchronous generator is modeled as a Thevenin voltage source
to play back known voltage/frequency signal. A 3-phase solid
fault is simulated in the line between buses 23 and 25 at 1 s
and cleared by opening the line at 1.12 s. This contingency trig-
gers a disturbance in the system. The terminal p.u. voltages are
recorded for a total simulation time of 5 s with time step of
0.001 s, i.e., for 7 = 5000 time points. The terminal p.u. volt-
ages without any preprocessing are shown in Fig. 7. Patterns
can be observed, but even using multi-color plots it is difficult
to distinguish the signals. Also there seem to be groups of gen-
erators with common features in corresponding signals.

The terminal voltage signals are separated out and grouped
by QT clustering. K-means clustering is not required here.
Using RMS distance similarity measure and QT cluster
threshold diameter of 0.03, six clusters are obtained as shown
in Fig. 8(a)—(f). Cardinality of each cluster is also mentioned.
Terminal voltages are preprocessed to be normalized with
respect to pre-fault voltages for the purpose of clustering. In the
figures however, the actual voltage values are depicted once the
clusters are obtained. Running time of the algorithm is ~0.03 s.

Clustering shows that there is one major group of genera-
tors based on voltage response with 13 generators (grey dots on
one-line diagram in Fig. 9). The second cluster consists of two



DUTTA AND OVERBYE: FEATURE EXTRACTION AND VISUALIZATION OF POWER SYSTEM TRANSIENT STABILITY RESULTS 971

. 1.15 s 1.16
3 S
=] R
8 8
g T g 1
s E
o el
& &
® =
E E
[=} [=}
= 0.765 = 0.765
: 0 10 20 : 6] 10 20
Time (Seconds) Time (Seconds)
(@) (b)
R 15 . 115
S S
=2 =]
8 8
8 1 & 1
S s M
E=d o
& R
T ®
E E
2 2
5
0.7640 10 20 0.7650 10 20
Time (Seconds) Time (Seconds)
© (d)
= 1.15 A 1.15
3 3
g =]
(%]
Q
§ | eV A NS
2 g
I3 B
© ®
: :
2 0.765 z 0.765,
%0 10 20 ) 10 20
Time (Seconds) Time (Seconds)
(O] ®
1.15 1.15
3 3
& £
8 8
g 1 8 1
2 H
© ©
E E
S S
= 0.765 = 0.765
) 10 20 0 10 20
Time (Seconds) Time (Seconds)
(€] ()
115 115
3 3
e e
0n
P~ A~
2 g
2 =
5 ;
(=}
P4 P4
0

20 0.7650

0.765

1 10
Time (Seconds) Time (Seconds)

®

Fig. 6. Ten of sixty voltage clusters with respective cardinality. (a) Cluster 1
(5236 buses); (b) cluster 2 (408 buses); (c) cluster 3 (626 buses); (d) cluster 4
(2 buses); (e) cluster 5 (2 buses); (f) cluster 6 (1 bus); (g) cluster 7 (16 buses);
(h) cluster 8 (1 bus); (i) cluster 9 (1 bus); (j) cluster 10 (125 buses).

ElRI=

g

g 0.8|

ot

= 0.6

S

T 0.4

N

Lozt

5 |

C0 2.5 5
Time (sec)

Fig. 7. Plot of terminal p.u. voltages of all 19 generators.

generators (blue dots in Fig. 9). The remaining four clusters each
consist of a single generator as can be expected observing the
group of signals in Fig. 7 and the isolated ones in Fig. 8(c)—(f).
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System description.
118 buses
186 branches

91 load sides

54 thermal units

Fig. 9. IEEE 118-bus system with color-coded generators whose dynamic sig-
nals are recorded and faulted line (red arrow).

These are shown by brown, yellow, orange, and green dots in
Fig. 9. The generator in Cluster 4 [signal shown in Fig. 8(d)] is
connected to bus 25, which is one end of the line where fault
occurs.

From the perspective of a power system operator, the IEEE
118-bus system is a very small system compared to real life large
systems, but note how even in a system of this size there is the
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six clusters are also formed. However, this measure fails to gen-
erate appropriate clusters as shown by two of these clusters in
Fig. 10(a) and (b) which include nine generators and one gener- TABLE I
t tivel SENSITIVITY OF VOLTAGE CLUSTERS TO CLUSTER
a or,.respec vely. . . . o . PARAMETERS (16 000-BUS SYSTEM)
Given the physical meaning of cosine similarity described
earlier and noticing the voltage patterns, it is expected that the k k
cosine distances between pairs of signals vary between 0.9 and d_| 200 | 400 | 600 d 200 | 400 | 600
1 and th . h £ diff tiati t £ 0 200 | 400 | 600 [ 0.015 [ 37 50 47
~and there is not much scope of differen 1at%ng out groups o 0,001 1199 387 1 353 T o016 | 32 | 44 o
similar signals by orientation. Hence, the cosine distance mea- 0.002 | 184 | 343 | 297 | 0.017 | 28 39 10
sure fails to generate the proper clusters irrespective of different 0.003 | 160 | 278 | 232 | 0.018 | 24 37 37
choices of cluster diameter. 0.004 | 139 | 216 | 187 [ 0.019 [ 24 33 33
0.005 | 121 | 185 | 158 0.02 22 30 32
o 0.006 | 102 | 154 | 135 0.03 13 16 15
B. Visualization 0.007 | 84 | 128 | 113 0.04 8 10 12
. . . . 0.008 | 73 | 109 | 101 0.05 7 8 9
The concept of visualization of transient signals on geo- 0009 1 63 1 91 1 88 | 006 | 5 6
graphic overlays with spark-lines is demonstrated on the real 001 | 59 | 8 | 76 | 0.07 3 4 4
life 16 000-bus system. 0.011 | 55 | 74 | 68 | 0.08 3 3 3
In the interest of size limitations of this paper, only the tran- ggg 32 g; 2(5) 0(;019 ; g g
sient stability visualization of frequency signals are shown. In 0014 | 41 [ 56 | 51 -

Fig. 11, all 16 000 buses are displayed at respective latitude-lon-
gitude coordinates on a geographical map of the system with
different color codes corresponding to different clusters. Thus
there are eight colors visible corresponding to the eight clusters.
The exact latitude and longitude values have been intentionally
removed for confidentiality concerns. The X-axis corresponds
to an East-West direction and the Y-axis to a North-South direc-
tion. The transient stability data corresponding to each cluster
is displayed by spark-lines showing the trend and the current
value. In addition, lines drawn from a spark-line plot to the
corresponding bus indicates the cluster to which a spark-line
belongs.

C. Sensitivity to Choice of Clustering Parameters

Both K-means and QT clustering algorithms need parameters
to be specified. For K-means algorithm, the number of clusters
k has to be specified. Since this step forms crude clusters very
quickly to be fed into the more computationally complex QT
algorithm, a sufficiently large number needs to be chosen for k.
However, there is a tradeoff involved since too high & will slow
down the QT algorithm significantly. The main parameter for
the QT algorithm is d, i.e. the threshold distance. In Tables I and
I1, the variation of the number of clusters for different values of

TABLE 11
SENSITIVITY OF FREQUENCY CLUSTERS TO CLUSTER
PARAMETERS (16 000-BUS SYSTEM)

k k
d 200 [ 400 | 600 d 200 | 400 600
0 200 [ 400 | 600 | 0.015 16 17 21
0.001 | 170 [ 272 | 361 | 0.016 14 17 19
0.002 | 124 | 172 [ 207 | 0.017 14 18 18
0.003 | 94 [ 118 | 139 | 0.018 15 15 16

0.004 | 76 90 107
0.005 | 58 66 80

0.019 14 15 14
0.02 12 12 12

0.006 | 48 55 62 0.03 7 8 9
0.007 | 43 48 54 0.04 4 4 5
0.008 | 35 39 46 0.05 4 4 4
0.009 | 29 33 35 0.06 3 3 3

0.01 23 31 31 0.07 3 3 3
0.011 | 21 25 32 0.08 3 3 3
0.012 | 21 22 26 0.09 2 3 2
0013 | 19 21 22 0.1 2 2 2

0.014 | 16 20 21

d and for different values of & is shown for clustering voltage

and frequency signals respectively in the 16 000-bus system.
As can be seen, for any £, the number of clusters converges

rapidly with increase in d. For very large d, all nodes converge
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to form 1 large cluster. For analyzing the frequency transient
signals of the 16 000-bus system, the value of % is chosen as
600 and d as 0.035 which results in formation of eight clusters,
where d is specified as RMS similarity measure. For voltage
signals, & is chosen as 600 and d as 0.012 which results in for-
mation of 60 clusters.

V. CONCLUSION

This work presents a clustering based method for processing
power system transient stability data for important information
and its visualization. The overall goal is to develop better
understanding of the underlying system. Transient frequency
and voltage signals from IEEE 118-bus and a real-world large
16 000-bus system have been considered for this work. Clus-
tering algorithms identify portions of the system displaying
similar transient signals and isolates the subset of distinct
signals which characterizes the overall system response.
Spark-lines are used for visualizing time-varying transient sta-
bility information on a geographic map of the system showing
results at a glance. The most useful aspect of the method how-
ever, is in the ability to detect outliers in the transient signals
which could potentially indicate model errors or other condition
requiring further attention as evident from the case studies.
The algorithms are extremely fast even when run on thousands
of data points and hence can be used for real-time analysis in
tracking mode with PMU measurements for example. These
applications will be addressed in a future work.
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